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Interval	Join	
	

Find	all	pairs	of	employees	whose	working	
periods	at	companies	R	and	S	overlap	

Applica5ons	
	

q  Temporal	databases	
q  Selec-ng	and/or	ranking	objects	

Baseline	Approaches	
Naïve	Algorithm:	
q  Compute	interval	join	
q  Sort	and	aggregate	join	results	
	
	
	
	
	
	
	
Simple	Coun5ng	Algorithm:	
q  Adapt	Interval	Join	algorithm	to	count	ICSJ	

results	instead	of	producing	IJ	results	

Smart	Coun5ng	Algorithm	

Execu5on	5me	(varying	|R|/|S|)	
	

Execu5on	5me	breakdown	(|R|	=	|S|)	
	

Related	work	
	

q  Plane-sweep	based	interval	joins	[1],	[2]	
q  Top-k	count	semi-joins	

§  Rela%onal	[3],	spa%al	[4]	

Observa5on:	to	compute	an	r.count	we	need:	
q  The	number	|AS|	of	ac%ve	intervals	from	S	

when	r.start	is	accessed	
q  The	number	of	intervals	form	S	which	

became	ac%ve	aher	r.start	and	before	r.end		
	

Approach:	use	a	global	counter	g	to	track	for	
how	many	intervals	s	∈	S	their	start	point	has	
been	seen	so	far	
q  When	the	start	point	of	a	s	∈	S	is	accessed	→ 

increase	|AS|;	increase	g		
q  When	the	end	point	of	a	s	∈	S	is	accessed	→ 

decrease	|AS|	
q  When	the	start	point	of	a	r	∈	R	is	accessed	→ �

ini%alize	r.count	=		|AS|-	g	
q  When	the	end	point	of	a	r	∈	R	is	accessed	→ 

finalize	r.count	=	r.count	+	g	

	

	
q  Use	a	hash	table	(or	array)	to	track	r.count	’s	
ü  Complexity:	O(|R|+|S|),	excluding	sor%ng	
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Figure 2: Total execution time while varying the |R |/|S | ratio.
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Figure 3: Execution time breakdown for |R | = |S |.

while varying the |R |/|S | ratio and Figure 3 reports a breakdown
of the execution time for the |R | = |S | case. As expected, we
were able to run the Naïve method only when ICS � was very
selective, i.e., for datasets FLIGHTS and GREEND. Recall from
Section 3 that Naïve �rst evaluates the I � of the input collections;
on BOOKS and WEBKIT, it was impossible to accommodate the
enormous number of I � result pairs in main memory.4

Figure 2 demonstrates the e�ciency of the Smart Counting ap-
proach, which outperforms Simple Counting in all cases. In fact,
Simple is competitive to Smart only for very selective join setups
(see Figure 2(c)) while in all other cases, Smart is at least one
order of magnitude faster. To explain the performance cost di�er-
ences between Smart and Simple, we breakdown their execution
times. In Figure 3(c), the execution cost of Simple is dominated
by the generation and sorting of the points list L, because the
number of overlapping interval pairs is small, rendering the inner
loop at lines 19-20 of Algorithm 2 cheap. On other hand, when
there is a large number of overlapping intervals, Figure 3 unveils
that maintaining active sets and performing random accesses to
update C counters severely impacts the joining time of Simple.
In contrast, observe that the cost by Smart to compute the ICS �
result is always much lower than that of generating/sorting L.
This is expected because Smart is insensitive to the I � result, as
discussed in Section 3.2.

5 CONCLUSIONS
In this paper, we studied the evaluation of the interval count
semi-join operation; we presented an e�cient algorithm based
on plane sweep. Our algorithm has lower complexity compared
to state-of-the-art interval join algorithms if the number of join
results is large. We experimentally showed that its overhead on
top of sorting the data is minimal in all setups, which means that
it is especially tailored in cases where the join inputs are already
sorted (e.g., in streaming data applications). In the future, we
plan to further study the semantics and the evaluation of top-k

4We also experimented with a version of Naïve that �ushes the I � result pairs on
disk which was even slower.

interval joins. We also intend to investigate the applications of
interval joins and other temporal operations in streaming data.
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Company	R	
	

Company	S	
	

Interval	Count	Semi-Join	
	

For	each	employee	r	from	company	R,	count	
how	many	employees	from	company	S	
worked	at	a	period	of	%me	overlapping	with	
r’s	employment	

Experiments	
Setup	
	

q  In-memory	processing	
q  Gapless	hash	map	[2]	
q  Lazy	op-miza-on	[2]	for	

Naïve	and	Simple	Coun%ng	
	

Datasets	

Breakdown	(|R|=|S|)	
	

Background	
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GREEND	
	

WEBKIT	
	

employee	 start	 end	
John	 1993	 2003	
Mary	 1995	 2008	
Tom	 2000	 2015	

employee	 start	 end	
Jane	 1994	 1996	
Bob	 1998	 2002	
Hugo	 2007	 2010	
Helen	 2014	 2017	

year	

Jane	Bob	 Hugo	 Helen	

John	
Mary	 Tom	

Interval	Join	based	on	plane	sweep	
①  Preprocessing:	
q  Each	interval	→	a	start	and	an	end	domain	

point	
q  Sort	endpoints	of	each	input	collec%on	
	
②  Join:	
Sweep	through	lists	(as	in	sort-merge)	
q  If	a	start	domain	point	(e.g.	from	R)	is	met,	

insert	interval	to	ac-ve	set	(e.g.	AR)	
scan	other	ac%ve	set	(e.g.	AS)	to	produce	
join	results	

q  If	an	end	domain	point	(e.g.	from	R)	is	met,	
delete	interval	from	ac%ve	set	(e.g.	AR)	

year	

Jane	Bob	 Hugo	 Helen	

John	
Mary	 Tom	

year	

Jane	Bob	 Hugo	 Helen	

John	
Mary	 Tom	

AR={John,	Mary},	results+={(John,	Bob),	(Mary,	Bob)}	

AS={Bob},	results+={(Tom,	Bob)}	

(John,	Jane)	
(Mary,	Jane)	
(John,	Bob)	
(Mary,	Bob)	
(Tom,	Bob)	
(Mary,	Hugo)	
(Tom,	Hugo)	
(Tom,	Helen)	

(John,	Jane)	
(John,	Bob)	
(Mary,	Jane)	
(Mary,	Bob)	
(Mary,	Hugo)	
(Tom,	Bob)	
(Tom,	Hugo)	
(Tom,	Helen)	

(John,	2)	
(Mary,	3)	
(Tom,	3)	

year	

Jane	Bob	 Hugo	 Helen	

John	
Mary	 Tom	

year	

Jane	Bob	 Hugo	 Helen	

John	
Mary	 Tom	

AR={John,	Mary},	John.count+=1,	Mary.count+=1	

AS={Bob},	Tom.count+=1	

✗ High	cost:	join	+	aggrega%on	

✗ Cost	similar	to	interval	join	
✗ Cost	sensi%ve	to	join	output	

year	

Jane	Bob	 Hugo	 Helen	

John	
Mary	 Tom	

year	

Jane	Bob	 Hugo	 Helen	

John	
Mary	 Tom	

|AS|	=	1,	g	=	2,	Tom.count	=	|AS|-g	=	-1	

|AS|	=	1,	g	=	4,	Tom.count	+=	g,	output(Tom.count,	3)	
	


